Poisson Regression

Fiona Pearson



Previously....

Linear regression - not discussed, classed as
basic regression. Model of a continuous
dependent/outcome/response variable, that is
normally distributed with a constant variance
and has a mean linear function of the covariates

We have discussed 2 further types of regression
Logistic regression
Proportional Hazards



By the end of this session

You will:
— Know when Poisson Regression can be used
— Be able to identify count data

— Know how to use Poisson regression to adjust for
basic time dependent variables

— Know what assumptions are made by the model

— ldentify the strengths and weaknesses of Poisson
regression

— Be able to identify extensions to the basic Poisson
model and when these can be used

— Recognise Windows and menu functions in SPSS



Poisson Regression

1. Count data (ex. no. of surgical site infections)

2. Time-to-event data (ex. time-to-stroke with
time dependent covar) as alternative to survival

analysis

3. Binary data (ex. Received vaccine(yes/no) as
alternative to logistic reg



The Poisson Distribution

Count data are observations that assume only
non-negative integer values: 0, 1, 2, etc

Count data have a Poisson distribution if the
frequencies of the values have the following
features:

* Small-valued observations are quiet common
e Starting at some value, frequencies decrease very rapidly

 The average of observations is approximately equal to their
variance



Count Data Violate OLS assumptions

Count variables can be modelled with OLS
regression but:

— Linear models yield negative predicted values and counts
are never negative

Similar to the problem of the Linear Probability
Model
— Count variables are often highly skewed
For example: # smoked this week many people are zero
or very low; a few people are very high
Extreme skew violates the normality assumption
of basic OLS regression.



Count Data Examples

Many dependent variables are counts: Non-
negative integers

# hospitalisations a person has over a year
# parity

# lung opacities

Any other examples?



Count data: Example

* Days In hospital for asthma exacerbations in
the last year
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Data with Poisson Distribution

One of the questions in a Health Sciences survey asked how many
times a respondent visited a doctor in the past month. For a sample of
150 people, the frequencies of the responses were

Number of
visits

Number of §
respondents
Note that
* 0 visits is quite a common response,

e 1, 2, or 3 visits are the most frequent observations,
e starting with 4 visits frequencies quickly decrease,

* The average is 2.60 visits and is nearly equal to the variance, which
is 2.63 visits squared.

These are the features of a variable distributed according to a Poisson
distribution.



Formula for Poisson Distribution

Poisson distributions are discrete with the probability function given by

Ate—4

PX=n)= wheren =0,1,2, ..., andn! = (1)(2)(3) ...(n — 1)(n)
is called the factorial of n. By definition, 0! = 1.
Here A is both the mean and variance of X, and is termed rate.

Note that the probabilities of small values are reasonably high, and for
larger values, the probabilities decrease very fast:

A3e~4
6 V4

Ae

~1
— P(X=3) =
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., P(X =10) =

3,628,800 '



Count data: Example

* Days in hospital for asthma exacerbations in the
last year
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The Poisson Regression Model

The Poisson regression model specifies that the dependent

variable Y, given independent variables x4, x», ..., X, follows a

Poisson distribution with the probability function

AVe=2
yt

P(Y = y|x1,x2,___,xk) = y=0,1,2,..,

where the rate A = Exp(Bg + B1x1 + - + Brxy),
or, equivalently,
ln}{ = IBO + ,lel + -+ ,kak.



Example in SPSS

* SPSS Basic Syntax

GENLIN n outcome var BY dependent var (ORDER=ASCENDING)
WITH covariates

/MODEL var specifictaion INTERCEPT=YES
DISTRIBUTION=POISSON LINK=LOG
/PRINT FIT SUMMARY SOLUTION (EXPONENTIATED).

e SPSS Point-&-Click Instructions

Analyze - Generalized Linear Models > Generalized Linear Models = Poisson
loglinear (fill in the bubble) = Response tab = Identify dependent variable =
Predictors tab = ldentify factors and covariates > Model tab = Identify the model
—> Statistics tab =2 Include exponential parameter estimates (check the box) =2 hit
OK!



Interpretation of Coefficients

In Poisson Regression, Y is typically conceptualized as a rate
Positive coefficients indicate higher rate and negative lower

Like logit, Poisson models are non-linear so coefficients don’t have a simple
linear interpretation. Unless we utilise the log form of the model; which
exponentiates coefficients to aid interpretation giving incidence rate ratios

If X, is continuous, then the quantity (EXp(£,) —1)-100%
represents the estimated percent change in mean response

when Xlis increased by one unit, and the other X variables are held fixed.

If X is a categorical variable with several levels, then EXp(,B1) -100%
represents the estimated percent ratio in_mean response for the level

X, =1 and that for the reference level, provided the other X variables
are unchanged.



Example in SPSS

Parameter Estimates

Parameter Std. Error 95% Wald Confidence Interval Hypothesis Test Exp(B) 95% Wald Confidence Interval for
Exp(B)

Lower Upper Wald Chi-Square df Sig. Lower Upper
(Intercept) -672 2612 -1.184 -160 6.611 1 010 511 306 852
[health=1] 588 2511 .096 1.081 5.489 1 019 1.801 1.101 2.946
[health=2] 253 2018 -142 649 1.576 1 209 1.288 867 1.913
[health=3] 173 1878 -195 541 844 1 358 1.188 822 1.717
[health=4] 0° 1 .
age 026 .0048 017 035 29.144 1 .000 1.026 1.017 1.036“
(Scale) 1

Dependent Variable: n_visits

Model: (Intercept), health, age

a. Set to zero because this parameter is redundant.

b. Fixed at the displayed value.



Goodness-of-Fit Test

* A measure of goodness of fit of the Poisson regression model is
obtained by computing the deviance statistic of a base model
against the full model. A base model includes only the intercept,
while the full model includes the intercept and all the x- variables.
The deviance is defined as -2 multiplied by the log-likelihood ratio,

deviance =-2 ( In L(base model) - In L(full model) ).

* The deviance is used as a test statistic for testing H,: the base
model has a good fit against H;: the full model has a good fit.
Under H,, the deviance has a chi-squared distribution with the
degrees of freedom = number of x-variables in the full model.

* If the deviance is large (formally, p-value < 0.05), then H, is
rejected and the conclusion is that the full model has a good fit.




Including an exposure variable

e Poisson outcome variables are typically
conceptualized as rates

e X hours per week
e X in past year

e Cases may vary in exposure to “risk” of a given

outcome

e To properly model rates, we must account for the fact that
some cases have greater exposure than others

e Ex: # disease episodes in lifetime
— Older people have greater opportunity to have higher counts

e Alternately, exposure may vary due to research design

— Ex: Some cases followed for longer time than others...



Including an exposure variable

Poisson (and other count models) can address
varying exposure:

gﬂjxji +In(t; )
ut =e”
i i I

e Where t, = exposure time for case i

Easy to incorporate in SPSS:

e EX: poisson depisodes SES income, exposure(age)



Poisson Model Assumptions

* Poisson regression makes a big assumption:

That variance of u = n (“equidisperson”)
* In other words, the mean and variance are the same
« This assumption is often not met in real data
 Dispersion is often greater than u: overdispersion

— Consequence of overdispersion: Standard errors
will be underestimated

 Potential for overconfidence in results; rejecting HO
when you shouldn’t!

* Note: overdispersion doesn’t necessarily affect
predicted counts (compared to alternative models).




Poisson Model Assumptions

» Overdispersion Is most often caused by highly
skewed dependent variables

— Often due to variables with high numbers of zeros
« Ex: Number of traffic tickets per year
* Most people have zero, some can have 50!
« Mean of variable is low, but SD is high

— Other examples of skewed outcomes
« # of scholarly publications

 # cigarettes smoked per day
 # riots per year (for sample of cities in US).



Further Points

e Poisson & Negative binomial models suffer all the
same basic issues as “normal” regression

e Model specification / omitted variable bias
e Multicollinearity
e Qutliers/influential cases

— Also, it uses Maximum Likelihood

N > 500 = fine; N < 100 can be worrisome
— Results aren’t necessarily wrong if N<100;
— But it is a possibility; and hard to know when problems crop up

* Plus ~10 cases per independent variable.



Extensions to basic Poisson



Poisson for binary data

7
lr{?):ﬁo + A+ SrXy +

Model for logarithm of the no. of cases using poisson distribution and
log link function

Yields prevalence ratios e

Watch out for estimates close to or out of bounds.

Intercept O included in the model

Not symmetric

Use robust variance estimation (available in SPSS) to obtain valid Cis
Sensitivity analysis necessary

Compare results across models

Be aware of the lack of symmetry

Can only be used for cohort analyses not cross-sectional



Poisson for binary data

GENLIN outcome var BY dependent var (ORDER=ASCENDING) WITH covariates
/MODEL var specification INTERCEPT=YES
DISTRIBUTION=POISSON LINK=LOG
/CRITERIA METHOD=FISHER (1) SCALE=1 COVB=ROBUST MAXITERATIONS=100
MAXSTEPHALVING=5
PCONVERGE=1E-006 (ABSOLUTE) SINGULAR=1E-012 ANALYSISTYPE=3 (WALD) CILEVEL=95
CITYPE=WALD
LIKELITHOOD=FULL
/EMMEANS TABLES=smoking SCALE=ORIGINAL
/MISSING CLASSMISSING=EXCLUDE
/PRINT CPS DESCRIPTIVES MODELINFO FIT SUMMARY SOLUTION (EXPONENTIATED) .

SPSS Point-&-Click Instructions

Analyze = Generalized Linear Models = Generalized Linear Models = Custom
(fill in the bubble) = on drop down distribution menu choose poisson = On drop
down link function menu choose log = Response tab = Identify dependent
variable = Choose binary reference category = Choose reference category first
lowest value = Predictors tab = Identify factors and covariates = In options
choose to exclude cases with missing data = In options choose 2 Model tab

- ldentify the model = Statistics tab = Include exponential parameter estimates
(check the box) = hit OK!



Zero-Inflated Poisson Regression

Example. If you randomly choose 100 students and ask them how
many cigarettes they smoked yesterday. Some students will report
that they smoked zero number of cigarettes. There are two possible
reasons for that. Either they don’t smoke at all, or they happened
not to smoke a single cigarette that day.

Definition. A structural zero is recorded when the respondent’s
behavior is not in the behavioral repertoire under study (e.g., the
person doesn’t smoke).

Definition. A chance zero is recorded when the respondent’s
behavior is normally in the behavioral repertoire under study but
just not during the studied time frame (e.g., just happened not to
smoke yesterday).




Zero-Inflated Poisson Regression
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Cigarettes smoked yesterday



Zero-Inflated Poisson Regression

The presence of structural zeros inflates the number of
zeros in the Poisson model, which makes the model
invalid. A zero-inflated Poisson (ZIP) model is used
instead. In ZIP model, the response variable

v _ 0, with probability p,
|~ Poisson(4), with probability1— p,



Zero-Inflated Poisson Regression

that is,

-

0, withprobability p+ (1 p)e

Y:4y with probability (1— p)—e y=12,...

\

Here log(A)=/p,+ X% +..+BX  and Iogitp=|og(ﬁJ:yO+7/121+...+7mzm

where x,,..., X, are the predictors, f,..., B, are the regression
coefficients, z,,...,z, are the zero-inflated predictors responsible for
inflation of the number of zeros in the model, and y,,..., ¥, are the
zero-inflated coefficients.

The parameters of the model to be estimated from the data are

By Boand Vi Vi



Overdispersion in Poisson Regression

In Poisson regression, it is assumed that mean and variance of
the response variable are approximately the same. It is rarely
the case with real-life data.

Often the variance is much larger than the mean. This situation
is called overdispersion.

There is a formal test for overdispersion. And the suggested
remedy is to fit Negative Binomial regression model instead.



Negative Binomial Regression

Strategy: Modify the Poisson model to
address overdispersion

e Add an “error” term to the basic model:
K
e ngﬂj X iCGeD
AH =
Coefficients interpreted same way as in poisson
regression.

Additional model assumptions:

e Expected value of exponentiated error=1 (e® = 1)
e Exponentiated error is Gamma distributed

e Use if these assumptions are more plausible than the
equidispersion assumption!



Poisson or Negative Binomial

It is often useful to try both Poisson and
Negative Binomial models

e Allows you to test for overdispersion
e Use LRtest on alpha (a) to guide model choice
— If you don’t suspect dispersion and alpha appears to
be zero, use Poission Regression

e It makes fewer assumptions

— Such as gamma-distributed error.



Zero-truncated Poisson & NB reg

e Truncation — the absence of information about

cases in some range of a variable

e Example: Suppose we study income based on data from tax
returns...
— Cases with income below a certain value are not
required to submit a tax return... so data is missing
e Example: Data on # crimes committed, taken from legal
records
— Individuals with zero crimes are not evident in data
e Example: An on-line survey of web use
— Individuals with zero web use are not in data

o Zero-truncated Poisson & Zero-truncated NB
reg. Poisson & NB have been adapted to
address truncated data



Poisson regression in SPSS

Statistical Product and Service Solutions
— A popular Windows based computerised statistics
package
— Can handle large amounts pf complex data

— Can be used to perform data entry, manipulation and
analysis and to produce tables and graphs using only
basic input

— Can read open programming using BASIC

— For further info ‘Discovering statistics using SPSS by
Andy Field, 2009’



The Four Windows: Data Editor

Spreadsheet-like system for defining, entering, editing, and displaying
data.

Two screen views Data View and Variable View
All information can be saved as one data file.

B Anxiety.sav [DataSet]1] — SPSS Data Edit = 22|
FEile Edlit ey Dats Tran=sform Analyze Zraphs Liilitie= Add-on=s LA I Te LRt Helg
=EH S B oo . EHE s Eh Bl S O W]
: =ubject 1 “izible: 5 of 5 YWariables
| subject | anxie 1oy | tension | sssss | trial |
1 1 1 1 18 1 | =
=2 1 1 1 14 =2
] 1 1 1 12 3 | B
E 1 1 1 =] 4
5 =2 1 1 19 1
=] =2 1 1 12 =2
- =2 1 1 =] 3
=] =2 1 1 4 4
=] 3 1 1 14 1
10 3 1 1 10 =2
11 3 1 1 =] 3
12 3 1 1 2 L
13 4 1 =2 15 1
14 4 1 =2 12 2 -
~ <[] ’ ’ - - - [»]
aaaaaaaaaaaaaaaaaa iy I
SPSS Processor is ready




The Four Windows: Output Viewer

Displays any outputs (eg. Tables, graphs) including any errors.

Output can also be saved will be “spv.”

fF rnsouttut s [Docurment3] - SPSS Wiewsr
Eile: Edit  Mieww Data TIransform Insert  Format  Analyze Sraphs Litilities  Add-ons Winconee Help

EEHSER B O i S E Beo i + — @

O
M
]
i

[F=) 227

autput

{E] Frequencies
B Title

Motes

Active Dataset Adermo. sav
L& Statistics )

Graph

2,500

Active Dataset 2,000
"= Bar of count by inccat
{E] report

&) Title

Motes
Active Dataset 1,500
Text Output

Count

1,000

s00—]

T T T T
Under $25 F25 - $49 F50 - $74 FTE+

Income category in thousands

[a] 1 | |




The Four Windows: Syntax editor

Text editor for syntax composition.

'!j Thyhtax 1 — 5P55 Syntax Editor | = | =l | £% |
File Edit %iew Data Transform Analyze Graphs Wilties BEun  Add-ons Windows Help
EHES I & EiEE A4 P 0O 3 wE @

Active: |DataSet! ¥ |

FREQUEMCIES WARIABLES=score
BARCHART FREG
JORDER=AMNALY 15,

SPSS Processzor iz ready Ins Cal 1




The Four Windows: Script Window

Further text editor for syntax composition. Provides
the opportunity to write programs, in a BASIC-like
language.

"] Workbook (scripth — SP5S Easic Script Editor [design] [ = o
File Edit "Wiews Flacro Cebug Sheet Help

B @SS » 0 e Mer| » 5=20==|E 8
Object: I[G eneral] LI FProc: I[declarations] LI
I E

Ciption Explicit

‘Script level constant declarations

Zonst cDATA As String = "SaW."

Const cOUTRPUT As String = "SPO"

Const cSYRTAN As String = "SFS"

Const cSCRIPT As String = "5BS"

Const cHOTFOUMDMS G As String = "Unakble to find
Const cHOTFOUMNDMS G2 As String '
Const cROTFOURDTITLE As String File Mot Found”
Zonst cERREXCERPTION As String = "Exception 0004005"
Zonst cAPPEEY As String = "SFPSS_WWiBE!

Zonst cGERMNERALKEY As String = "GEMERALY

Zonst cFILEKEY As String = "FILESWFILE_"

Zonst cFILES As String = "FILES"

Const cFILEWAL As String = "FILE"

Zonst cBOORENAL As String = "B OO

The fallowing variables are created during application run

Fublic inttHumBooks As Integer The number of vorkbooks defined

Fublic strBookListd As String Array to hold WYorkbook names: One dimension

Fublic strCurrentBook{2) A= String The currently selected book: Two dimensions 1 = Book Hame; 2 =
Fublic strZurrentFiles( As String YWrray to hold current file list

Tha fallmsaiv e varviakhla ara raad fromm thao Pamictne




File menu

@ Employee data. sav [Dataset]] - SP55% Data Editar | == £% |
File  Edit ‘“fiew Data Tran=form Analyze  Graphs  UWilties  Add-onz Window Help
ey ] h "@ E % ﬁ.‘l‘.’“ ﬁ % % ‘|
Cpen LA = Data... Yisible: 10 af 10 Wariables
Open Databaze LA = Syrtax...
Read Text Data... T Output... uc jokcat salary salbagin it
| .
B ciose ctriFg | et
S 195 15 3 57 000 27 000 | <
u Sawve Ctrl-= -
0231958 16 1 40 200 15,750 |
Save Lz
7 I2BM1929 12 1 21 450 12,000
B save Al Data
4,/15/1947 g 1 $21 200 13,200
@ Expott to Database. ..
] 2091955 15 1 45 000 $21 000
@ Mark File Read Only
02211958 15 1 32,100 $13 500
B Rename Dataset... 42681958 15 1 36,000 18,750
Display Data File Informetion ¥ 15/06/1966 12 1 $21,900 $9,750
§&s Cache Data... 1/231948 15 1 27 200 $12,750 m
B Stop Proces=or Ctrl-Period miL R IR I 47 1 T4 O 42 Snn |L
]
% Swvitch Server. . |
[ I




Data menu

@ sample. sav [Dataset]] - 5P%5 Data Editor
File  Edit  “iew

Data Transform  Analyze  Graphs

EE

Liilties  Add-ons  Window  Help

= U E" Ef’" Define Yariable Properties...
|1 : Mame % Copy Data Properties. .
N B® e Custom sttribute.

CEI'“H-ID'.II'_T‘I-I‘—'-I'_A.'IM|—‘

JaL E Define Dates. ..
Al Define Multiple Response Sets.

kE $0%

Wisible: 3 of 3 Varisbles

it

DON B Identify Duplicate Cases..

=AB
JOH
P AR
ERI

BR

%1-, ot Cazes. .
@ Sort Wariahles...

E Tranzpose...

m Restructure. ..

L
Merge Files b

<]

%E Aogregate...

Data View | aris

5.4 .
5.3
56
5.7
.7
B.0
.4
59

E Copy Dataset

Sort Cases.

| e |

EPSS Processar is read‘:ﬁ| | | | | |




Transform menu

E "eample.sav [Dataset]] - 5P%5 Data Editor | = | =] | 23 | %
File  Edit “iew Data | Transform  Analyze Graphs  Wilties Add-onz Window  Help

(= E EI' h H |ﬁ Campute Yarishle. .. % % .

|1 - Mame |- x? Court Values within Cases... |Visible: 3 of 3 Variahles

Marme | %% Recode into Same Variables...

ERIC *¥ Recode into Different variables. . =
Pl AR x-'o-]r Automatic Recade... _
BRUCE |2 visual Binning. ..
JOHM

Fank Cases...
=ABRINA, B R

DCip A, % Diate and Time Wizard. ..

JALIIT A & Create Time Series. ..
SALLY '%'.,El Replace Mizsing Values...

(o T e T T Y =" T A T

@ Random Number Generatars ... B
1 = ¥

@ Fun Pending Transforms Cirl-

Data View “ariahle Vie

| T | | | | | |




Sub-menus

E Compute YWariable E2
Target “Yariable: FMumeric Expresz=sion:
[Inheight | — InCheight ]

[ Twpe & Lakbel. . ]

@4 Mame of the students [F... | - |
f ender of the students L. —_—

i Function group:
& Height of the students [...

2
Arithmetic
CDF & Moncentral CDF

|[=]
|[=] _
= ] [ = ] Conwersion
JL.J
]

Zurrent DatesTims
Drate Arithmetic s

Functions and Special “Wariakles:
| * | A

A pzin
Artan
Cos

xx

Exp

Lol

Lr
Lngamma
hdoc]

[optional case selection condition)) Frd
=in

q 1

ok J[ eoste ][ meeer ][ concer J[_rem ]




Analyze menu

ﬁ Employee data. sav [Dataset]] - P55 Data Editor | ==l #3 |
File  Edit “iew Data Transform | Analyze  Graphs  Uilties  Add-ons Window  Help
B‘E El' Lala ?!mﬁ-ﬁ Reports PE%‘|
|1 i |1 Descriptive Statistics b | 123 Frequencies... _|‘-.-"isible: 10 of 10 Yariables
ge Tables b EH Descriptives. ..
id nd Compare Means 4 e&, Explore. .. salbegin jf
er General Linear Model b @ Crosstabs...
1 1 m Generalized Linear Models Ratic... | §27 000 -3
2 2m Mixed Models ’ P-P Plots... 200 §18.,750 m
3 af Correlate v | [ g-apits. A5(0 $12,000
4 4f Regression » T 527,500 $13,200
8 5m Loglinear ] 1 $45 000 $21,000
5 B m Classify 3 1 Fa2.100 $13 500
7 7 m Dt Reduction » 1 $36,000 $18,750
d Bf Scale ] 1 $21,500 $9.7a0
9 chi Monparametric Tests b 1 $27 500 $12 750 -
am a0 FT=Ar; — i S s , 1 ey Walas TA7 oo | I|_
Survival ]
Data Wiew | “ariable Yiew: _ . e
FFBGUE”CiES--|- | r\jgmfle HHES:FDIHSE ' SPSS Processorisready | | | | | |




Sub-menus

E Frequencies

e& Emploves Code i) ||
&2 Date of Birth [hdate]

{I Educational Lewel (y...
{I Employmert Categar... |
& Currert Salary [salary] |
@ﬁ Beginning Salary [sal...
e& Morths since Hire [jo...
gﬁ Previous Experience ... —|

ol Minority Clagsificatio

Dizplay frequency tables

Yariahlelz):

H% Gender [gender]

| Statistics...

Charts...

Farmat...

l oK I Paste I[ Reset ” Cancel H

Help l

III E

E Frequencies: Charts

-Chart Type
Lf::l Mone
®
Lf::l Pie chart=
Lf::l Histograms:

[ ] with normal curye

-Chart Walues

@ Fregquencies Lf::l Percentage=

[ Continue ” Cancel

I

Help




Output

] - SPS5 Viewer

Tranzform

Ingert  Formst  Analyze Graphs  Uilties  Addons  Window  Help

= |

o BLEE Q0 & G5 djesd + - 0@ =B

E
*

aset

* Frequencies

[DataSetl] C:%\Program Files)3FP33Inch3P3316)Jamwples)Enployees

Statistics
Gendar
i Yalid A74
Mizsing 0
Gender
Cumulative
Freguency | Percent | Valid Percent Percent
Valid  Fernale 216 456 456 456
Male 258 54.4 54.4 100.0
Total 474 100.0 100.0

I» ]

(4

[+

[4]

P33 Processar is reacy | |

Gender

3009

2004
-
(4]
c
0
3
o
@
'S
I

10049

0 T T
Female Male
Gender




Poisson for count data

| Respanse Predcors Model Esimaon Siistics ENMeans  Save Exot

Choose one of the model types listed below or specify a custom combination of distribution and link function.

& Scale Response
© Linear
© Gamma with log link

{I COrdinal Response
© Ordinal logistic
© Ordinal probit

M Counts

) @& Poisson loglinear

(#] Megative binomial with log link

C® Binary Response or Events/Trials Data
@ Binary logistic
(© Binary probit

@ Interval censored survival

% Mixture

© Tweedie with log link
© Tweedie with identity link

K Custom

© Custom

Distribution:  |Normal

Parameter
@ Specify value

Value: 1

@ Estimate value

Link function:  ||dentity -

Power:

(Lo J(aste J| Reset |{cancel] | Help |




Variables: Dependent Variable

y Study 1D [id] Dependent Yariable:

A )
f Person-years of follow-up [pyrs]
45 Entry into cohort [start] Category order (multinomial only): |Ascending -

- Type of Dependent Yariable (Binomial Distribution Only)
@ Binary
[F&gference Categnry...]

@ Mumber of events occurring in a set of trials

rTrials

@ Variable

Trials Variable:
i

@ Fixed value
Mumber of Trials:

Scale Weight

i Scale Weight Variable:

(Lo J{ geste || Reset ]| Cancel || tep |




=

Typeofodel| Response Precicors | Moel | Esimation Statisics | EMMeans Save Expor

Variables: ' Factors:

& Study ID [id] &> Smoking status [smoking]

& Person-years of follow-up [pyrs]

Entry into cohort [start]

Exit from cohort [end]
-lr

ptens...

E Covariates:
&> Sex[sex]
& Age at start [age] |

—i

&l |

rOffset
® Variable

Offset Variable:
- AR

© Fixed value
Walue:

L0k J[ Paste || Reset || Cancel [ elp |




e

Tipeofiodel Response Predors ol | Estmaton Sialstcs EM eans Saie Bt
~Specify Model Effects

Factors and Covariates:

Model:
Msmoh’ng smoking
|+ sex SEX

Build Term(s)—

2
Type:

2

Mumber of Effects in Model: 3
~Build Mested Term

Term:

|
L oB [ it | |AddtoModel | |  Ciear |

Include intercept in model

(Lo J{pste || Reset ][ cancel | Hetp |




i Generalized Linear Models

x|

Model Effects

Analysiz Type: |T3,-'pe Iil

-

Confidence Interval Lewel (36

Chi-zquare Statistics
@ wald
() Likefitood ratio

Confidence Interval Type

@ wialy
() Profile likefinood

Log-Likeihood Functior:

Tolerance [ewel | 0001

Print
m Case processing SUmmary
[ Descriptive statistics
[ hodel informstion
[ Goodness of fit statistics
[ Model summary statistics
[ Parameter estimates

E—— (/] Include exponentisl parameter estimates

|:| Covariance matrix for parameter estimates

|:| Carrelation matrix for parameter estimates

|:| Cortrast coefficient (L) matrices
[ General estimatle functions
|:| fteration history

Print Interwal: |4

. Lagrange multiplier test of scale parameter
or negative binomial ancillary parameter

| Ok I Paste |Heset Cancel HElE




Poisson for binary data

{7 Generalized Linear Models

Responze | Predictors | Model | Estimation | Statistics | EM Means | Sawve | Export

Chooze one of the model types listed below or specify & custom cambination of distribution and link function.

ﬁ Zcale Responze ,{I Ordinal Responze
2 Linear 2 Ordinal Iogistic
12 Garmtma with log link 2 Ordinal prokit
].HT Courts O Binary Responze or Eventz/Trials Data
(D) Poigzon loglinesr © Binary lngistic
12 Megstive binomial with log link © Binary probit
% st (@] Interval censored survival

©) Tweedie with log link

() Tuweedie with idertity link

ﬁ{ Custom
— @ Eus‘tcnm

EE—— Distribution.  |Priz=an - Link function:  |Log -

(Cox) (paste) (meset) (cancel) (e

[




= Generalized Linear Models

Ty of Model

Response

redetors Mo Esnaten Setsies Eeans Save Expor

“ariables:

Dependent “ariable

& soe

&P F21_Slesp

f Gender
&
&5 TIME

& birary_F119_Econaomic_problems:

f hinaty_F2_Sleep
f F119_Economic_problems

&% F32_General_Health

@ Dependert Yariahle:
| & hinary_F32_General_Health

Category arder (multinomial only: Azcending

~Type of Dependent *%ariable (Binomial Distribution Cnlky
® Binary

[He_ferenn:e Categoty ... ]
) bum

rReference Category

) Last (highest value)

ss——) @ First (lowest valus):

| @ custom

Walle: -

Scale Wiei

s el e |

(Lot ) Lpeste ] (meset ) (cance) ek )




N eneralized Linear Models

)

Yariables:

M Factors:

& soe

: f hinary_F2_Zleep

&% F21 Slesp
&% F32_General_Helth

& D
&5 TIME

ﬁ F119_Economic_problems

e (0

& hinary _F119_Econamic_prokblems

& Gender

)

',|"—‘ Generalized Linear Models: Options

X

rdzer-Missing Values

Specify how to trest cases with user-missing values on
factors

® Excluce
) Inchude

Caszes with user-mizsing walues on the dependent variable,
covariates, scale weight variable, or offzet variable are
alvways excluded.

rizategory Order for Factors
© Azcending

()] Ll=ze data order

parameter in the estimation algarithim.

The lazt unigue category may be associated with a redundant

(conine ) (cancel ) [t )




= Generalizec

Ty ot Mokl Fesponse reetors

Estndtion Sastis Bieans | Save Expor

rapecify Model Effects

Factors and Covaristes:

M Gender

M birary_F119_Economic...

&)

Build Termiz)
Trype:

Main effects =

haclel:

hinary _F119_Econamic_problems
Zendey

Mumber of Effects in Model: 2

—Build Mested Term

Term:

By *

(ivithin)

Acdd to Model

Clear

@ Include irtercept in madel

(Lo ) Leeste ) (gesct ) (cance)) et )




i Generalized Linear Models

—Parameter Estimation

comer) Stats. | EnMesne | Save | Exprt

Covariance Matrix

Method: Hybrid

-]

(] Model-bazed estimator

8 Robust estimatar —
Maximum Fizher Scoring terations: =

Scale Parameter Metho: |Fixed value

D Get inttial values for parameter estimates

- | from a dataset

Yalue: Iritizl ' alues:. ..

rterations

haximum terations: 100

haximum Step-Halvine:

Convergence Critetia

. Check for separation of data points

Starting teration: |20

hinirnum:

At least one convergence criterion must be specified with a minimum grester than 0.

Type:

@ Change in parameter estimates |1 E_00R

| sbsole ~

[7] Change in log-likelinood

["] Hessian convergence

Absolute

Ab=olte

Singularity Tolerance: 1E-012 =

(Lo ) Leeste ) (geset ) (cance)) Lt )




i Generalized Linear Models

x|

Model Effects

Analysiz Type: |T3,-'pe Iil

-

Confidence Interval Lewel (36

Chi-zquare Statistics
@ wald
() Likefitood ratio

Confidence Interval Type

@ wialy
() Profile likefinood

Log-Likeihood Functior:

Tolerance [ewel | 0001

Print
m Case processing SUmmary
[ Descriptive statistics
[ hodel informstion
[ Goodness of fit statistics
[ Model summary statistics
[ Parameter estimates

E—— (/] Include exponentisl parameter estimates

|:| Covariance matrix for parameter estimates

|:| Carrelation matrix for parameter estimates

|:| Cortrast coefficient (L) matrices
[ General estimatle functions
|:| fteration history

Print Interwal: |4

. Lagrange multiplier test of scale parameter
or negative binomial ancillary parameter

| Ok I Paste |Heset Cancel HElE




i Generalized Linear Models

Factors and Interactions:

swe Bpon

Dizplay Means for:

| hi |Term

— | hinary_F119_Econa...

(=] |Gender

| Term | Contrast

| Reference Category

Scale

@ Compute means for response

& Compute means for linear predictar

Adjustment far kultiple Comparisons:

Least significant difference

- |:| Dizplay overall estimated mean

(Lo J Leeste ][ Reset J{cancet || e |




Poisson adding an exposure variable

t= Generalized Linear Models | x

Type of Model Response | Predictors | Model | Estimation  Statistics | EM Means  Save | Export

Variables: MEac’mrs:
& Study 1D [id] &5 Smoking status [smoking]
&5 Age at start [age]
Entry into cohort [starf +
Exit from cohort [end]
¥
Complete the |+ Covariates:
regression in the same @ Sexieer
manner as previously
shown (depending on ¥
whether you are
analysing count data gSEt
. Wariable
or binary data). Offset Variable:
However thIS time ) |g§ Person-years of follow-up [pyrs]
) ! © Fixedvalue
specify an offset

variable (the time
dependent variable)
on the predictors tab.
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